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Conspectus: The paper entitled “Attention is All You Need” by Ashish Vaswani et al. in the year 
2017, brought renaissance in Text-sequence-data processing. Also, it has noteworthy influence in 
computational paradigm with other data structures.   The new approach became a state-of-knowledge 
model and won the favour of data scientists in all application-domains.  This   model became popular as 
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Transformer net (TransF Net) or Transformer neural network (TransF NN).  This network, TransF NN, 
consists of two modules, viz., attention layer and MLP-NN.   They are instrumental in carrying out 
Natural Language processing (NLP).  The evolution of architecture of TransF NN, attention mechanism, 
and hybridization with other approaches, during these few years, revolutionized computational science. 
By now, this approach is in the sought-after tools in extracting information/knowldege with multi-modal 
data (viz.Text, numerical time-series, sound (speech), image/video sequence, and tactile-sense-output) 
with local and global inter-dependencies. 

 

The architectures of Transformer neural nets (TransF-NN) or Transformer nets (TransF-N)  employed 
in this state-of-knowledge-methods-module for dataTOknowledge transformation are 

 Sparse transformer (ResidualTop-C_sparse attention)   
 Pancreas segmentation (PanSeg) Transformer   
 Co-evolution Transformer   
 EEG Conformer 
 Swin Transformer   
 HRSTNet: High-Resolution Swin Transformer Network 
 HQRSTNet: High-Quality Resolution Swin Transformer    
 EfficientNet and Swin Transformer   
 Squeeze and Excitation-based UNet TRansformers (SE-UNETR) 
 Squeeze and Excitation-based High-Quality Resolution Swin Transformer Network (SE-HQR-

STNet)   
 TCN   
 RS-MOCO   
 RBMDC-Net   

 

The results of modelling of tasks (vide infra) with transformer NNs are more accurate in comparison 
with NNs, machine learning algorithms or discipline-wise theorical approaches. 
   

 Computational Quantum Chemistry (CQC): To predict quantum chemical energies and 
physical-/chemical-/physico-chemical/chemico-physical energies/properties  

o Total Molecular energy, orbitals-energies, HOMO-LUMO energy gap, dipole 
moment, electron density, ESP, bond energies, electronic spectra, NMR, Reaction 
Pathways, Reaction Mechanisms, Transition State  

 
 Quantum Monte Carlo (QMC) Simulations 

o Approximation of Ground-State Energy in Many-Body Systems 
 

 Chemistry 
o Structure-activity relationship (SXR)  
o Biological activity (e.g., drug efficacy, toxicity, or binding affinity) in drug design, 

materials science, and toxicology 
o Molecular Property Prediction: 

 Boiling point, toxicity, or binding affinity 
 Solubility of Organic Compounds 
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 Nonlinear Solubility is due to nonlinear interactions like hydrogen bonding, 
van der Waals forces, and entropy changes upon dissolution,  

 SFHformer captures these characteristics through its hybrid spatial 
and frequency domain approach 

o Predicting Reaction Rates in a Multi-Step Reaction Network 
o Adsorption Isotherms 

 Predicting Adsorption on a Surface (Langmuir-Freundlich Isotherms) 
o Predicting Toxicity of Chemical Compounds  

 for Safety Assessment  
o Nonlinear Thermodynamic Equilibria: Chemical Equilibrium in a Multi-Component 

System: 
 At equilibrium, the functional relation between the concentrations of 

reactants and products is nonlinear, more so when there are competing 
reactions or there are changes in phase. 

 SFHformer accounts for both local interactions (e.g., bond strengths, 
charge distributions) and global properties (e.g., temperature, 
pressure effects). That is why, it predicts equilibrium concentrations 
more accurately, outperforming theoretical and other computing 
models 

o Predicting Reaction Kinetics (Rate Constants) 
o Predicting Molecular Properties for Chemical Engineering 
o Predicting Thermodynamic properties (e.g., heat capacity, entropy, enthalpy) and 

kinetic properties (e.g., reaction rates, activation energies) 
o Predicting Boiling points, melting points 

 
 

  Nanomaterials (Physics, chemistry Biology) 
o Nanomaterials exhibit unique physical properties (like superconductivity, magnetic 

behavior) that are difficult to predict due to their complexity and the high number of 
influencing variables (like size, shape, surface properties) involved. 

o Nanomaterials exhibit responses like optical absorption, band gaps, and thermal 
conductivity 

o (Smart)-Nanomaterial Discovery: use of Nanocatalysts in industrial process viz. 
hydrogen production, carbon capture, and chemical synthesis is the need of the hour. 

o New nano-materials with desirable properties (e.g., photovoltaic devices, 
superconductors) 

o Rational design of nanomaterials in specific applications, such as catalysis, 
electronics, and energy storage 

o Nano-Scale materials for Optical Sensing and Imaging 
o Predicting Nanoparticle-Polymer Interactions in Drug Delivery Systems 

 
 Fusion Reactors (e.g., tokamaks) 

o Predicting Reactor Decommissioning and Safety 
o Modeling Plasma Behavior in Fusion Research 
o Design of fusion reactors and energy optimization in nuclear fusion research, 

contributing to the goal of clean, sustainable energy 
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 Fusion reactors require materials that can withstand extreme conditions such 
as high temperatures, radiation, and corrosive environments 

 
 Predicting Optical Properties of Molecules Using Excited States 

o Predicting the optical properties of molecules, such as absorption spectra and 
fluorescence.  This is essential for the design of optical materials and pharmaceuticals 

o Design of materials for light-emitting devices and photodynamic therapy. 
o Molecular sensors and optical materials of advanced materials for solar cells, LEDs, 

and bioimaging, contributing to innovations in photonics and quantum materials 
  Environmental monitoring 

o Chemical Sensor Data Analysis:  The time-series sensor data from gas sensors (e.g., 
detecting gases like CO2, NO2, or O3) over time and their corresponding chemical 
concentrations 
 

Medical Diagnosis 
  Medical Diagnosis using Images 

o Lung Cancer Detection (CT Scan Image) and Classification 
o Tumor Segmentation (MRI Brain Scan) 
o Medical Diagnosis of Diabetic Retinopathy Using Eye Imaging Data 
o Early Diagnosis of Alzheimer's Disease Using MRI Brain Imaging 
o  Brain Tumor Detection Using MRI and PET Scans 

 Diagnosis using Time-Series Data 
o Sepsis Prediction (Time-Series Data) 
o Heart Disease Prediction (ECG Time-Series Data) 

  Clinical Decision Support Systems (CDSS) 
o Multi-Modal Diagnosis (Image + Time-Series Data) 

Bio-Medical research 
  AlphaFold, a model based on Transformer architecture 

o  To predict 3D-protein structures from amino acid sequences 
 Activity of bio-molecules 

o  Predicting 
  Functional activity of an enzyme 

  Binding Affinity for Kinase Inhibitors 

  Anticancer Activity (e.g., Inhibition of Kinase Activity) 

  Inhibition of HIV-1 Protease 
  Activity of Enzyme Inhibitors  

  Binding Affinity for HIV Protease Inhibitors 

 Drug-Protein Interaction in Alzheimer’s Disease 

 Drug Resistance in Cancer Therapy (Optimizing Anti-Cancer Drug 
Binding Using Attention Maps) 

  ADMET (Absorption, Distribution, Metabolism, Excretion, 
Toxicity) Properties  

  Toxicity levels (e.g., LD50 values, mutagenicity, or carcinogenicity) 
for Chemical Compounds (chemical structures represented by 
SMILES or molecular graphs) 

 Protein-Ligand Binding Affinity for Drug Discovery 
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 Protein-Protein Interactions in Disease Pathways 
o Personalized Medicine for Cancer Treatment Using Genomic Data 
o Drug Repurposing for Rare Diseases 

  Detecting Mutations in Genes Associated with Brain Diseases 
 

 

Keywords: Artificial intelligence (AI); Heuristic expert systems—
Integrated expert systems--Classical Neural Nets (MLP; SOM; ARTMAP) -- 
Capsule Neural Nets — Attention_Mechanism--TransFormer_Nets — 
Hybrid_TransFormer_Networks -- Artificial General intelligence (AGI); 
Vitual reality (VR) – Meta Verse (MV)-- 
 
CNN : [C [Computations; Computer; Chemistry, Cell, Cellestial, Cerebrum] 
NN [New News; News New; Neural Nets; Nature News; News of Nature;] ] 
Fits    : [Figure Image Table Script;] 
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Transformer Net 2025-17 
 

Covid-19 

 

 
The structure of the Squeeze and Excitation-based High-Quality Resolution Swin Transformer 

Network (SE-HQRSTNet) architecture. 
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H:height;W: width; D: depth 

 

 

 
 

Squeeze and Excitation-based UNet TRansformers (SE-UNETR) architecture. H:height;W: 
width; D: depth 
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(a) The Swin Transformer block, and (b) multi-resolution feature fusion (MRFF) block. 

H:height;W: width; D: depth 
 

 
Visual comparison between the ground truth and prediction of the models segmentation for 3 

computed tomography (CT) scan 
samples of COVID-19 patients. SE: Squeeze-and-Excitation, UNETR: UNEt TRansformers, 

HRSTNet: High-Resolution Swin Transformer Network, 
HQRSTNet: High-Quality Resolution Swin Transformer Network 
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Table 1 
Existing CT (light gray) and MRI-based (gray) pancreas segmentation methods 

 
Methods Approach Dataset Performance/Dice 
Attention U-Net: Learning Where toLook for the Pancreas 
(Oktay et al.,2018) 

Attention mechanisms (layers) areintegrated within the U-Net to focus on 
thepancreas region to avoid false positives. 

NIH (8) 83.1±3.8 

Fully automated pancreassegmentation with two-stage 
3Dconvolutional neural networks (Zhaoet al.,2019) 

A two-stage 3D model is designed with thefirst stage for coarse pancreas 
segmentationand the second stage for refinedsegmentation. 

NIH (8) 86.0±4.5 
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Automated pancreas segmentationand volumetry using deep 
neuralnetwork on computedtomography (Lim et al.,2022) 

This paper performs four individualthree-dimensional pancreas 
segmentationnetworks on 1006 participants. 

1006 in-house 
CTscans 

84.2 

Automated pancreas segmentationusing recurrent 
adversariallearning (Ning et al.,2018) 

A recurrent adversarial learning frameworkis developed to enhance the 
pancreassegmentation robustness. 

NIH (8) 88.72±3.23 

Deep Q-learning-driven CT pancreassegmentation with 
geometry-awareU-Net (Man et al.,2019) 

A combination of deep Q-network andgeometry-aware U-Net 
introducereinforcement learning to improve thepancreas segmentation 
performance further. 

NIH (8) 86.9±4.9 

Pancreas segmentation in MRI usinggraph-based decision 
fusion onconvolutional neural networks (Caiet al.,2016) 

The paper conducts pancreatic detectionwith spatial intensity context and 
pancreassegmentation by graph-based decisionfusion. 

78 in-house 
T1 MRIscans 

76.1±8.7 

Hierarchical 3D Feature Learning forPancreasSegmentation 
(Proietto Salanitriet al.,2021) 

A multiheaded decoder structure is designedto predict intermediate 
segmentation maps,and the final segmentation result comesfrom the 
aggregation of each levelprediction. 

40 In-house 
T2scans 

77.5±8.6 

Improving deep pancreassegmentation in CT and MRI 
imagesvia recurrent neural contextuallearning and direct loss 
function (Caiet al.,2017) 

The paper proposes recurrent neuralcontextual learning and a direct 
lossfunction and involves training the networkto learn contextual 
information fromneighboring pixels in the image. 

79 in-house 
T1 MRIscans 

80.5±6.7 

2025-34 

 
 
PanSegNet is based on a combination of nnUnet with linear self-attention mechanism. Linear self-
attention is obtained by converting the self-attention mechanism with linearization operation, as 
described below. The architecture accepts volumetric input, therefore appreciating the full anatomy 
details compared to pseudo-3D approaches 
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Comparison of traditional self-attention mechanism (left) vs. linear self-attention mechanism 

(right). 𝑋 is input, 𝑂 is output. Red fonts show the specific changes we apply to self-attention to 
linearize 
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Block diagram illustrating the step-by-step process for constructing the developed model 
 

 
Figure 4. Model architecture; pre-trained image encoder extracts features from images. The transformer 

network extracts features from fMRI signals and tries to construct an fMRI space similar to visual 
space. Then object categorization is done using the FC network 
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Transformer Net 2025-51 
 

 

 
 

workflow diagram of RS-MOCO 
 

 
Implementation details of the network architecture for 

AffN. 
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Implementation details of the network architecture for 

RegN. 
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Figure 1 A brief chronology of polyp segmentation.  

 Before 2015, methods relied on hand-crafted features combined with machine learning 
algorithms.  

 Since 2015, U-Net [20] and FCN [21] have significantly advanced the development of deep 
learning techniques in polyp segmentation. 
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Figure 3 A comprehensive evaluation is conducted on 23 representative deep-learning models, 
including U-Net [20], UNet++ [101], SFA [22], PraNet 

[26], ACSNet [25], MSEG [30], EU-Net [31], SANet [8], MSNet [9], UACANet-S [34], UACANet-
L [34], C2FNet [35], DCRNet [53], BDG-Net [50], CaraNet 

[44], EFA-Net [102], CFA-Net [75], M2SNet [103], Polyp-PVT [33], HSNet [46], DuAT [62], 
ESFPNet [72], and FeDNet [70], with SAM [104] excluded.  

We 
report the average Dice and MAE values for each model across five datasets (i.e., ETIS-

LaribPolypDB [91], CVC-ColonDB [5], CVC-ClinicDB [7], CVC-300 
[92], and Kvasir-SEG [93]).  

 To Note that the models represented in the top left corner are better, i.e., they have larger Dice 
scores and smaller MAE values. In this context, the green triangles represent Transformer-based 

models, while the red diamonds signify CNN-based models 
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The proposed RBMDC-Net architecture  
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Transformer Net 2025-90 
 

 

 
 

 

 
Fig. 3. Deep learning framework. (a) A transfer learning framework (b) Modifying VGG19 for 

the application 
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Fig. 9. Misclassified samples.  

(a) CA type misclassified as ICC by softmax-based classifier, but correctly classified by SVM. 
 (b) SM type misclassified as polycystic by softmax-based classifier, but correctly classified by 

SVM.  
    (c) SC type misclassified as ICC for both softmax-based classifier and SVM.  
    (d) PC type misclassified as ICC for both softmax-based classifier and SVM.  
    (e) ICC type missclassified as PC for both softmax-based classifier and SVM. 
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Figure 1. Our study is focused on RNA contact prediction, i.e., predicting the contact map matrix for an 

RNA sequence. 
 The contact map indicates the proximity between each nucleotide, with those closer than a threshold 

(10 A˚ ) being deemed in contact.  
Correct predictions of the contact map can benefit downstream tasks, e.g., by acting as constraints for 

filtering 3D RNA structure predictions 
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Figure 2. Overview of our three-stage method (from top to bottom). 
Adapted Feature Extraction: First, a projection layer is 
used to translate the RNA MSA sequences into protein language 

(e.g., from nucleotide “AUCG” to amino acids “HETL”). Then, 

we leverage a fixed large-scale pre-trained protein contact prediction 
transformer model (called Co-evolution Transformer model 
(CoT)) to extract attentive (i.e., contribution) features at different 
layers. Feature Fusion: Features from different layers are processed 
by separate convolution blocks before being concatenated. 
Classification: The aggregated features are sent into a standard 
Convolutional Network (ConvNet) classifier with three layers of 
convolution 
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Transformer Net 2025-99 
 

 

 
Figure 1. Proposed dual-stage kidney and tumor segmentation framework 
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Figure 2. Proposed Kidney Tumor 3D UNet network architecture 

 

 

Transformer Net 2025-102 
 

 

 

 
Overall structure of the MM-HiFuse model. Stem is used to process multimodal images of different 
sizes input in the early stage, convert 
them into suitable tensors, and input them into the backbone. Then, features are extracted through the 
backbone and output to two task branches 
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Multi-modal stem detail display 

 

 
MHF block detail display. The MHF block in the backbone consists of a self-attention branch and 

a convolution branch.  
After a series of complex transformation processes (including channel attention, spatial attention, 

and IRMLP), the fusion feature is finally output 
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Transformer Net 2025-107 
 

 

 
(a) Overview of proposed EDoRA paramter-efficient fine-tuning approach. 

It depicts the overall parameter updation process of EDoRA, before and after 
fine-tuning (b) Feature updation via EDoRA adaptation. [© symbol represents 

concatenation, × symbol represents product, X represents input features, X 
′ 

represents output features.] 
 

 
Framework of the proposed method. Two experiments are performed in 

this work, and in these experiments EEG Conformer model is pre-trained on 
one dataset, and then fine-tuned on other dataset with only EDoRA adapter 

on each operation of transformer encoder of EEG Conformer and vice-versa. 
[Freezed weights are shown with lock] 
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Proposed framework for few shot diagnosis 

 
 

 
```` 

Examples of images from the three selected datasets: First row (Red) and second 
row (Green) present respectively examples from the meta-train and the meta-test datasets 
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The overall significant steps involved tumor classification[16] 

 

 
The architecture of ResNet 
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The improved architecture of VGG network 
 

 
 

Architecture of CNN 
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Squeeze and Excitation-based UNet TRansformers (SE-UNETR) architecture. 
 H:height;W: width; D: depth 
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Squeeze and Excitation-based High-Quality Resolution Swin Transformer Network (SE-
HQRSTNet) architecture. 

H:height;W: width; D: depth 
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(a) Swin Transformer block, and (b) multi-resolution feature fusion (MRFF) block. H:height;W: 
width; D: depth 

 

 
 

Visual comparison between the ground truth and prediction of the models segmentation for 3 
computed tomography (CT) scan 

samples of COVID-19 patients. SE: Squeeze-and-Excitation, UNETR: UNEt TRansformers, 
HRSTNet: High-Resolution Swin Transformer Network, 

HQRSTNet: High-Quality Resolution Swin Transformer Network 
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Transformer Net 2025-153 
 

 

 

 
Architecture of the proposed SwinE-Net 
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CNN and ViT models: (a) EfficientNet, (b) Swin Transformer, and (c) Swin Transformer block 

 
 

 
Multidilation convolutional block and multifeature aggregation block 

 

 
Examples of visualizing low-level and high-level feature maps of EfficientNet and Swin 

Transformer 
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Decoder based on the attentive deconvolutional network 
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Examples of feature visualization before and after applying the attention module. The green 

circle of the feature map shows feature refinement, and the red 
circles show noise reduction 

 

 
Qualitative evaluation of polyp segmentation results in the seen datasets. 
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Qualitative evaluation of polyp segmentation results in the unseen datasets 

 

 
Examples of visualizing low-level and high-level feature maps of ResNet and DenseNet compared 

with Swin Transformer 
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Infected region segmentation in the COVID-19 CT segmentation dataset 

 

 

 
Examples of the colorectal polyp segmentation using the proposed SwinE-Net. 

 


