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Conspectus: Ashish Vaswani et al.  published a paper entitled “Attention is All You Need” in the year 
2017.  It brought renaissance not only in sequence data processing, but also in computational paradigm 
with other data structures. The new approach won the favour of data scientists as a whole.   This new 
model gained popularity as Transformer net (TransF Net) or Transformer neural network (TransF NN).  
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TransF NN contains two important modules, viz., attention layer and MLP-NN which help to carry out 
Natural Language processing (NLP).   

Attention:  In 2014, Bahdanau et al.  proposed the idea of attention in the context of sequence-to-
sequence models, used for neural machine translation (NMT). The attention mechanism targets at 
improving the performance of sequence-to-sequence models by allowing the model to focus on different 
parts of the input sequence during calculation of each output token. It overcomes limitation of encoding 
the entire input sequence into a single fixed-size vector which was earlier practice. 

     Luong et al. (2015) proposed different scoring mechanisms viz. Dot-Product (multiplicative 
attention), Generalized (Additive) attention and Concatenation-based attention.  Another way of looking 
at it is global attention (where all encoder states considered) and local attention (focusing on only a 
subset of encoder states).  The multiplicative attention is simple, efficient, and scalable for large datasets. 
It became a standard approach in later models and is it was a direct precursor to the self-attention 
mechanism in the Transformer model. The local attention is instrumental in mitigating the computational 
bottleneck for long input sequences, as it focuses on a smaller subset of tokens. 

Attention:  The attention in Transformer NN is calculated as 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = softmax ቆ
𝑄𝐾்

ඥ𝑑௞

ቇ 𝑉 

where Q is Query matrix (current token's information), K: Key matrix (context of all tokens in the 
sequence), V: Value matrix (values to be passed along after attention weighting) and dk: Dimension of 
the key vectors (used for scaling). 

Cross-Attention: It is essentially same except using the query from one sequence with the key 
and value from another sequence. 

Mix-attention: It is computed as  

MixAttention = α ⋅ SelfAttention + (1 − α) ⋅ CrossAttention 

This is also widely employed in sequence text modelling.  ALiBi (Attention with Linear Biases) allows 
more efficient handling of long sequences in transformer models. 

Multi-Head Attention:  The multiple attention heads are concatenated and passed through a final linear 
transformation  

MultiHead(Q, K, V) = Concat(headଵ, … , head୦)W୓ 

and 

head௜ = Attention൫𝑄𝑊௜
ொ

, 𝐾𝑊௜
௄ , 𝑉𝑊௜

௏൯ 

Where 𝑊௜
ொ

, 𝑊௜
௄ , 𝑊௜

௏ are learned weight matrices for each attention head i.  

FlashAttention: It is an optimized CUDA-based approach (on frameworks like PyTorch and 
TensorFlow) designed to efficiently compute the attention with GPUs for both training and inference 
of LLMs( (GPT, BERT).  It results in higher speed and increased scalability. 

      The evolution of architecture of TransF NN, attention mechanism, and hybridization with other 
approaches, during these few years, revolutionized computational modelling. This approach is in the 
front-line in dealing with multi-modal data (viz.Text, numerical time-series, sound (speech), 
image/video sequence, and tactile-sense-output) with local and global inter-dependencies 
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A few of Transformer net (TransF-N) architectures documented in this state-of-knowledge-methods-
module for dataTOknowledge transformation are 

 PCNet,  
 Multi-modal multi-task hierarchical feature fusion (MM-HiFuse) ,  
 Estimating energy expenditure based on video (E3V) using E3V-K5 dataset,  
 Performer with Graph Self-attention Mechanism,  
 Grouped Attention and Cross-Layer Fusion Network (GACLFNet),  
 Neural Ordinary Differential Equation (N-ODE) Transformer,  
 BioMechanically Accurate Neural Inverse KINematics solver (MANIKIN),  
 Gradient Origin Embeddings (GOEmbed),  
 Transformer-based VGQA model,  
 Triplet convolutional twin transformer,  
 Hierarchical Multi-Task Learning (HirMTL),  
 Memory-augmented Deformable Detection TRansformer (MD-DETR),  
 Geolocalization with Adapters and Auto-Regressive Transformers (GAReT),  
 Vision Transformer (ViT),  
 RealViformer.,  
 AuraLLM,  
 3D Transformers,  
 Multi-Relational Graph Contrastive Learning architecture (MRGCL) using a Multi-relational 

Graph Hierarchical Attention Networks (MGHAN),  
 TWiX, C-TWiX,  
 Squeeze and Excitation based UNet TRansformers (SE-UNETR), 
 Squeeze and Excitation based High-Quality Resolution Swin Transformer Network (SE-

HQRSTNet) 
 BiMKANsDformer,  
 Hybrid Transformer with Multi-level Fusion for Multimodal Knowledge Graph Completion 

(MKGformer),  
 Transformer Choice Net (TCNet) [Transformer Neural Network for Choice of Transformer],  
 Transformer-Based Framework 
 Physics-Informed Neural Networks (PhysIinfNNSFormer), and  
 EfficientNet and Vision Transformer (ViT)-based Swin Ttransformer (SwinE-Net) 
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Transformer Net 2025-101 
 

 

 

 
Structure diagram. PCNET 

 
 In HOF-compensator and OFE-attention, the colored arrows represent the output variables.  
 ⊗, _, ⊕, and c_ represent matrix multiplication, element-wise matrix multiplication, element-

wise matrix summation, and feature map concatenation 
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Key point detection results 

 
o Blue points: torso and limb keypoints 
o Red points: supplementary extremity keypoints 

 
 

 
Pose estimation results in sports  

 
o Red lines: Compensation pose estimation of extremities 
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Transformer Net 2025-103  
 

 

Framework. E3SFormer 
o Human skeleton sequence x is extracted using a pose estimator from the video 
o Then fed into a backbone to obtain motion representation F.  
o Then sent to an action recognition branch (upper) and an energy estimation regression branch 

(lower). The category-related joint-specific attention Ac from the action recognition branch is 
transferred to the energy estimation regression branch to boost its performance.  

o The multi-modal data z are used for more personalized energy estimation estimation 
 

 

Transformer Net 2025-104  
 

 

 
 

Architecture. GNN-based model 
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Transferring model parameter 
 

Architecture. REINFORCE transfer learning algorithm 
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o ‘TRL’ stands for tr ansfer r einforcement learning;  
o ‘2-OPT’ stands for 2-OPT Local Search;  
o ‘GS’ stands for greedy search;  
o ‘BS’ represents beam search with a width B .  
o ‘Time’ indicates the inference time of solving a TSP instance on average 
o batch sizes:TSP20, TSP50, and TSP100 in searching solutions are 1024, 128, and 16,  

 

Transformer Net 2025-105  
 

 

 
 

Architecture. Network 
Performer Graph Self-Attention Mechanism 
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Transformer Net 2025-108 
 

 

 
The block diagram depicts the streamlined process for estimating systolic and diastolic blood 

pressures. 
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Transformer Net 2025-109 
 

 

 

 
Research Path of the Dynamic Anomaly Detection Model of EfficientTransformer 
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Schematic Diagram of the 1D-CNN Model 
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Efficient Transformer Encoder Framework 
 

 
Radar Chart of Training and Testing Time for Multiple Models 

on the Oil and Gas Gathering and Transportation Full-Process Industrial 
Platform Attack-Defense Field 

 

 
3D Plot of Evaluation Metrics for Multiple Models on the 
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Proportion of Normal and Abnormal Traffic on the Catalytic Reforming 
Unit Process Platform 

 

Transformer Net 2025-110 
 

 

 
 Comparison between SMPL and biomechanically constraint limb motion 

 (a ) skeleton of the SMPL model 
 (b ) unrealistic SMPL joint configurations in the AMASS dataset 
 (c ) biomechanically plausible joint configurations 
 (d ) swivel angle parametrization of arm and leg 
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Illustrations of the triangular geometry of the human limbs.  
 (a ) shows relationship between swivel angel and mid joint position  
 (b ) to (d) procedure to rotate the limb from T-pose to desired positions. 

 
 

 
Visual comparisons of different methods under the first and third person views 

 
 The ground truth pose is colored in transparent gray. 
 This method can perfectly match the hand observation and  has better full-body prediction 

results than other methods 
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Transformer Net 2025-111  
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Transformer Net 2025-112 
 

 

 
 

Architecture. Transformer-based VGQA model. 
 

 
Training pipeline of bi-directional reasoning framework 

 

 
Framework. inference phase  
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Transformer Net 2025-113  
 

 Generative AI  
 Reinforcement Learning 

 

Schematic diagram of operational mechanism of 
generative artificial intelligence technology based on reinforcement learning 

 

 
Network structure diagram. Triplet convolutional twin transformer 
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Triplet convolution process 

 

 
Three kinds of methods to calculate overhead test results 

 
 

Performance comparison results of different models 
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Comparison results of structural performance of different models 

 

Transformer Net 2025-114 
 

 

 
 

Framework.  HirMTL 
 Highlighting its hierarchical multi-task learning strategy for dense scene prediction tasks.  
 Integration of FPC, TAF and AICM modules,  
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o which together facilitate a sophisticated feature fusion and interchange process, tailored 
to enhance the network’s performance across multiple tasks. 
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Visual illustration of the TAF module effectiveness 

 
+ Demonstrating its role in adaptively fusing features across multiple scales.  

 
 Leftmost column: input images 
 Columns two to five: four scales of features 
 Final two columns: taf’s sophisticated multi-scale fusion results,  

o showcasing the heatmaps of fusion features for semantic segmentation (semseg) and 
salient object detection (sal),  

 
 The fusion ratios across scales are shown on the left side of each heatmap,  

o showcasing the module’s adeptness in customizing feature fusion for different task 
requirements: focusing more on the boundaries of objects for semantic segmentation, 
while more on the centers of objects for salient object detection 

 
 

 
Detailed depiction of the TAF module, highlighting adaptive routing 
 mechanism across different feature scales tailored for the "t" task 

 
 This illustrates the module’s capability to intelligently weigh  
 and combine multi-scale features, ensuring a robust 
 and nuanced feature integration for improved performance 

 
  
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  
 Schematic representation of the Multi-Receptive Field Feature (MFF) module 

 
 highlighting its role in expanding the receptive field of features to capture global 

contextual information at each scale 
 
 

 
Specific implementation details of AICM 

 
 It models the shared and distinctive characteristics between two tasks, alleviating the negative 

transfer phenomenon in the network. 
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Heat map visualizations for one class  

 Reflecting the incremental impact of the FPC, TAF, and AICM modules on the semantic 
segmentation predictions of HirMTL on NYUD-v2 

 The gradation from left to right corresponds to the successive addition of modules, vividly 
illustrating the refinement in predictions. 
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Architecture. MD-DETR at a given time-step t. 
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 Given an input image x,  
 query function Q(x, θ∇, α) proposed to retrieve relevant memory units as a linear 

combination.  
 The obtained information from the memory is utilized by the decoder across various decoding 

layers.  
 The majority of the architecture remains frozen, encompassing the encoder and decoder; the 

trainable modules consist of memory units M, class embedding, bounding box embedding, and 
ranking function gψ. 

 

 

 
Progression of MD-DETR performance from T1 → T4 when trained 

in a multi-step class incremental setting on MS-COCO  
 

 To illustrate the effectiveness of MD-DETR in addressing background relegation of previously 
encountered classes, a comparison is presented between two architecture designs:  

 with (MD-DETR + BT) and without (MD-DETR - BT) background thresholding  
 In the images shown in 

o First column (1st image for each block), the class {person} is relegated by MD-DETR - 
BT;  
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o For the second column, the category {car} is relegated, 
o Third column displays relegation of classes {person, chair)  
o Fourth column shows the relegation of the category {dog}.  
o Ground truth block shows images with all annotations across all four tasks {T1 ・ ・ 
・ T4 } 
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Transformer Net 2025-117 
 

 

 
Illustration of model design for abstract goal-based action anticipation. 

 
 Yellow ellipses represent distributions and  
 Pink boxes represent various variables of the model 



  

AAA: 66D-Transformers-architectures & Fits    497 

 

 

Transformer Net 2025-118  
 

 

 
 

Overview of the proposed model architecture 
 

o To predict functional outcomes as favorable (mRS90 of 0-2) or unfavorable (mRS90 of 3-6) 
using pre-treatment 4D CTP (top) and clinical metadata (bottom) 

o It consists of three components:  
o (1 ) Modality-specific encoders to extract features from each modality 
o (2 ) An intermediate feature fusion module using self- and cross-attention to integrate 

and analyze relationships within and between modalities.  
o (3 ) A classification module generating the final outcome scores 

 

 

Overview of the two unimodal baseline models 
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Fig. A.2. Overview of the late fusion (Setup 1) baseline model 
 

Fig. A.3. Overview of the late fusion (Setup 2) baseline model 
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Transformer Net 2025-119  
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Overview. Objective Retrospect Module 

 ISM represents Inter-frame Sequence Memory retrospect  
 ILM represents Intra-frame Layout Memory retrospect 
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Transformer Net 2025-120  
 

 

 

Fig. 1: (a) Sample actions from standard coarse-grained action recognition dataset 
(UCF101) (b) Sample actions from fine-grained action recognition dataset (Diving48) 

(c) For proof-of-concept, we choose a binary classification problem of fine-grained actions 
 

 Model has to predict whether the pair of videos belong to the same class or not. 
 
 



  

AAA: 66D-Transformers-architectures & Fits    502 

 

 

 



  

AAA: 66D-Transformers-architectures & Fits    503 

 

Existing event-based VSR paradigm v.s. proposed Event-Adapted VSR 
 

o Existing VSR methods can generate HR frames from LR observations.  
o Existing event-based VSR methods  
o Incorporating the event data as a novel modality into an existing VSR method can be 

approached in two ways: full fine-tuning or retraining from scratch  
o (d)-(e) Our proposed event-adapted VSR. By leveraging the advantages of parameter-efficient 

tuning and insights from well-designed VSR networks, our EATER achieves superior 
performance with minimal parameter updates. 

  

 
 Illustration of typical structure of VSR network and event-based VSR network 

 For the sake of simplicity, we remove the bicubic upsampled residual connections and 
superscripts for the forward and backward event streams 
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Event-adapted alignment (EAA) unit 

 

 
Event-adapted fusion (EAF) unit 

 

 
 
 
 

Overview of applying EATER to existing typical EGB-only VSR methods 
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(a) Apply EAA unit and EAF unit to the sliding-window-based method (e.g., EDVR ) 

 
(b) Apply the EAA unit and the EAF unit to the bidirectional recurrent-based method (e.g., 
BasicVSR 

 

Transformer Net 2025-121 
 

 

o  

Existing event-based VSR paradigm v.s. proposed Event-Adapted VSR 
 

o (a ) Existing VSR methods can generate HR frames from LR observations. 
o (b) Existing event-based VSR methods 
o (c) Incorporating the event data as a novel modality into an existing VSR method can be 

approached in two ways: full fine-tuning or retraining from scratch  
o (d)-(e) Our proposed event-adapted VSR.  

 
 By leveraging the advantages of parameter-efficient tuning and insights from well-designed 

VSR networks, our EATER achieves superior performance with minimal parameter updates 
 

 
Event-adapted alignment (EAA) unit 
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Event-adapted fusion (EAF) unit 

 
 

 
Overview of applying proposed EATER to existing  

typical EGB-only VSR methods 
 

 (a ) We apply the EAA unit and the EAF unit to the sliding-window-based method (e.g., 
EDVR).  

 (b ) We apply the EAA unit and the EAF unit to the bidirectional recurrent-based method (e.g., 
BasicVSR) 

 

Transformer Net 2025-122  
 

 

 

 
 

t-SNE visualization of different feature distributions 
o (a ). Scenes with different contents also have significant commonalities compared to 

degradations. And there are some differences and commonalities between degradations and 
degradations 

o (b ). Degradation residuals can represent degradations to a certain extent and be distinguished 
from background 
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 Overview of proposed method  

 
(a ) showcases our pipeline, which adopts an innovative strategy focused on learning degradation 
residual and employs the information-rich condition to guide the diffusion process.  
(b) illustrates the utilization of our prompt pool, which empowers the network to autonomously select 
attributes needed to construct adaptive weather-prompts.  
(c ) depicts the general prompts directed by depth-anything constraint to supply scene information that 
aids in reconstructing residuals.  
(d ) shows the contrastive prompt loss, which exerts constraints on prompts driven by two distinct 
motivations, enhancing their representations 
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Selection frequency of sub-prompts 
 

 Some similar selection frequencies reflect the network’s ability to adaptively 
exploit common attributes in some similarity between tasks (e.g. rain and raindrop).  

 At the same time, the unique prompt frequencies highlight the flexibility to adapt to the specific 
characteristics of each weather condition. 

 
 
 

 
Figure 4. t-SNE visualization of weather-prompts for different 

weather conditions 
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Proposed approach.  GAReT 

(Cross-view Video Geolocalization with Adapters and Auto-Regressive Transformers) 
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 (A ) We begin by optimizing our image transformer encoders  
 (B ) with street-view frame and matching small aerial image pair.  
 (C ) Then, for adapting our image encoder to video inputs, we add our GeoAdapter GA module 

and only optimize the adapter parameters with video pairs as inputs, i.e., a street-view video V 
s and corresponding large aerial image IaL For training,  

 we sample every kth frame from the street-view video and partition the large aerial image into 
non-overlapping patches 

 (D ) In GA, we apply temporal selfattention (TSA) computation only on the CLS tokens.  
 For TSA computation, we reuse the spatial self-attention weights.  
 (E ) During inference, we first perform a Sequence-to-Image inference procedure, where given 

a query street-view video,  
o The unified module U = {T,GA} produces feature embeddings for both the V s and IaL 
o Then, using embeddings, we retrieve the t nearest neighbor large aerial images (here we 

show t = 
i. and construct a small aerial image gallery G.  (F )  

ii. Finally, GA is removed, and feature embeddings for Ia sk and V s k are 
obtained.  

 These features are then passed to our TransRetriever TAR model to obtain final frame-by-
frame GPS predictions to construct a GPS trajectory. 

 

 

Transformer Net 2025-124  
 

 

Prototypical description of skeleton-based model architecture 
in self-supervised learning approach 
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Hand skeleton detector in industrial environment 
 

Architecture. ConvGTN model 
 
 

Explicit progress control schema 
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Transformer Net 2025-125 
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BeyondWords: Enabling Barrier-Free Communication 
Between Hearing and Hearing-Impaired Individuals 
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Overview of SignMST-C 

 Starts with video frames and landmarks processed 
o  through 3D ResNet18 and 1D convolution for  

 spatial-temporal and geometric features 
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Transformer Net 2025-127  
 

 

 

 
Architecture. Mamba-ND 

 
We visualize Mamba-3D as an example.  

o Given 3D input, we patchify it into L patches.  
o During this process, we maintain the original 3D structure of the input.  
o This sequence is then passed through K Mamba-ND blocks, each of which consists of a chain 

of 1D Mamba layers that process the sequence in alternating orderings.  
o In 3D space, we use the order H+H-W+W-T+T-. In 2D space, the sequence would be H+H-

W+W-. Finally, the sequence is reshaped back to its original 3D structure and passed to task-
specific heads for downstream processing 
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Visualization of block level design and factorization policies 

 
 

Transformer Net 2025-128 
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DVLO: Deep Visual-LiDAR Odometry with 
Local-to-Global Feature Fusion and 
Bi-Directional Structure Alignment 

 

 
Different fusion strategies for images and points.  

 
o Most previous works only perform the fusion globally or locally [73]  
o Present DVLO designs a local-to-global fusion strategy that facilitates the interaction of global 

information while preserving local fine-grained information 
o Furthermore, a bi-directional structure alignment is designed to maximize the inter-modality 

complementarity 
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Pipeline. DVLO 

Novel Local-to-Global (LoGo) fusion module 
 

 DVLO consists of  
o A clustering-based Local Fuser and  
o an adaptive Global Fuser.  
o The pose is initially regressed from the cost volume of the coarsest fused features and  
o then refined iteratively from fused features in shallower layers 

 

 
Local-to-Global (LoGo) Fusion module 

 
 Project points onto the image plane  

o based on the coordinate system transformation matrix as cluster centers and  
 Convert the image into a set of pseudo points 
 Then, locally aggregate pseudo point features based on the similarities to each cluster center. 
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Transformer Net 2025-131 
 

 

 
 

Pipeline. DL-based palmprint recognition system 
 
 

 
The evolution of palmprint feature extraction methodologies 

 

Transformer Net 2025-132 
 

 

 

 
 

Overview. method for the UDA-OD task.  
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! Architecture. teacher–student Alg. 
o Teacher model generates pseudo-labels based on weakly augmented target domain 

images 
o Student model is trained using both downsampled and strongly augmented inputs.  

 
! CSPC is enforced by supervising the student model with inputs of different resolutions 

 improving detection of objects at various scales 
! Temporal ensemble is employed for  

o Robust pseudo-label selection 
 Combining classification confidence and box matching based on  
 Intersection over Union (IoU) to ensure high-quality pseudo-labels.  

 
! ICFC module  

o Aligns object-level features across scales and augmentations,  
 Utilizing contrastive learning  

 To ensure intra-class attraction and inter-class repulsion, 
 Enhancing the consistency of object representations 
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Qualitative comparison of pseudo-label selection strategies 
 

 Top row:  shows results using only classification confidence (threshold = 0.8) 
o Leading to false detections (left) and missed detections (right).  

 Bottom row: results using proposed TEPLS strategy 
 

 
t-SNE visualization of feature distributions for different approaches 

 Source Only (left) 
 CMT-AT (middle),  
 Proposed method (right) 

o Each point represents an object feature with different colors for different object classes 

 

Transformer Net 2025-134 
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Fig. 1: 
 (a ) State-of-the-art method in self-supervised learning, i.e., CASA,  

o uses 3D skeletonbased temporal video alignment as a pretext task and  
o performs 3D skeleton augmentations. 

 (b ) This approach relies on 2D skeleton-based temporal video alignment  
o conducts 2D skeleton augmentations. 2D skeleton heatmaps used, which are fed to a 

video transformer for learning useful spatiotemporal and contextual features.  
 Present method  

o obtains higher accuracy and  
o Better robustness against missing and noisy keypoints,  
o while showing superior performance in various fine-grained human activity 

understanding tasks.  
 (c ) 2D skeleton heatmaps with RGB videos further fused, establishing  

o  state-of-the-art across all metrics and datasets 
 

 
Training 

! Learning in this method uses input sequences of original heatmaps and augmented heatmaps.  
! Performs self-attention both in the spatial and temporal domains  

o To extract effective spatiotemporal and contextual cues within each sequence and 
cross-attention  

o To extract contextual cues across the sequences.  
! The extracted features after projection heads are passed to a matching module  

o To predict correspondences across the sequences 
! Matching labels generated by the augmentation module are used in the loss function 

 
 

 
 (a ) CASA directly processes 3D skeleton coordinates and  

o conducts self-attention in the temporal domain only 
 (b ) This approach operates on 2D skeleton heatmaps and  

o   performs self-attention both in the spatial and temporal domains 
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Multi-modality model (MMM, MulModModel) 

! MMM includes various encoders to extract features from  
o Heatmaps (top) and 
o  RGB videos (bottom)  

! Performs late fusion to obtain the combined features 
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 AutoML Process   
 Search Space Setup, Initialization, Search, and Ensembling 

 

Optimizing AutoML for  
one search budget 

 
Table: OpenML Test datasets 
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Architecture of MRGCL 

 
o Different colored circles: different types of entities and  
o Different colored lines: different types of relations  
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o To describe the multi-relational graph.  
 

! (a ): a multi-relational graph hierarchical attention networks consisting of  
o entity-level, relation-level, and layer-level attentions.  

! (b ): two graph augmented views with adaptive topology are automatically learned by the 
variant MGHAN-1/2 

! (c ): a subgraph contrastive loss is designed  
o To generate positives per anchor by 

  calculating strongly connected subgraph embeddings 𝑒 of the anchor as the 
supervised signals 
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Model architecture M-MVOT 

 
o Proposed Mahalanobis distance-based Multiview optimal transport (M-MVOT) loss for multi-

view crowd localization.  
 Modules in model 

 Feature extraction,  
 Projection,   
 multi-view fusion and 
 Decoding.  

Proposed M-MVOT,  
o Each point’s transport cost C is calculated via the Mahalanobis distance instead of the common 

Euclidean distance under the closest camera, which 
o is directed by the view ray and  

o adjusted by the object-to-camera distance 
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Predicted crowd occupancy maps of different methods  

On the 3 datasets 
o CVCS, MultiviewX, and Wildtrack (zoom in for better view)  

o The value of crowd occupancy maps indicates the person probability of each 
location 
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Anomaly detection task settings 

Aim to implement one unified AD model (b ).  
 (c ) Mapping all input features to the same latent class center  

o may induce the “homogeneous mapping” issue.  
 (d ) Hierarchical Gaussian mixture modeling method proposed for  

o More effectively capturing the complex multi-class distribution 
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Model overview 
 Extracted feature vectors are sent into 

o  normalizing flow model  
 For transforming into latent embeddings. 

 Add positional embeddings (i.e., sinusoidal position encoding) to each invertible layer as they 
are 

o Effective for nf-based ad methods 
 Employ hierarchical gaussian mixture modeling approach  

o To fit the latent embeddings,  
 Which can assist the model against learning the “homogeneous mapping”. 
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Architecture  
o A two-stream architecture is applied  
o Joint coordinates and joint motion data are respectively as the input of each stream.  
o Here described the stream with joint coordinates as input. 
o Proposed view transformation strategy Γ 

o Transforms the raw skeleton data X to ˜X  
o Utilize defined individual contribution weights to design the individual contribution based 

o Spatial-temporal attention module(ICAttention) 
o Next, muti-layer spatial-temporal graph convolutional network and  

Proposed attention module are combined  
o To obtain the ica-gcn  framework for feature learning 

o The output features of ica-gcn are passed through an average global pooling operation 
o Then fed to a fully connected layer with Softmax to obtain the classification score 
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o A weighted fusion strategy is utilized for finally action classification 
 

 

 
 

Comparison of raw skeleton data and transformed skeleton data with 
proposed view transformation strategy. 

 
o Two different action samples in one frame (in purple color and in orange color) 

o belonging to the same class “kicking other person” are described 
 

 Figure(a): shows the raw skeleton data of the two actions in 3D coordinates  
o which can find the data are significantly mismatched. 

 
 Figure(b) shows the transformed skeleton data of the two actions in 3D coordinates  

o which the proposed interactive center point is the origin. 
 

 It is easy to discover that the transformed skeleton data of the two samples 
o show high similarity. 
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 Backbone. DAM-MCD model.  
 

1) CNN is used to capture frame-level features,  
2) Followed by 1DCNN+bilstm for temporal modelling 
3) Finally, a classifier is used to predict sentences.  

 
 Place the proposed dynamic attention mechanism module (DAM) that  

o Focus on regions with motion changes in the Sequence image feature extraction 
section, and  

 Place the dynamic decoding based on  
o Maximum cumulative probability (MCD) that  

 Segment the sequence features into  
 Single-label features of pseudo-labels in the alignment module section 
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Fig. 3. The structure diagram of dynamic attention mechanism. 
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Architecture. SpikeYOLO. 

 
 Design.SpikeYOLO  
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o two SNN blocks,  
 SNNBlock-1 and SNN-Block-2,  

o kept other architectures remain as YOLOv8.  
 

 SNN-Block-1 employs standard convolution within its ChannelConv (・) component  
 SNNBlock- 2 utilizes re-parameterization convolution 

o The difference between the two is the channel mixer module.  
 

 In the low and high stages, SNN-Block-1 and SNN-Block-2, are used respectively.  
 The spiking neuron is I-LIF, which  

o Activates integer values during training while  
o Converting them to binary spikes during inference 

 

Transformer Net 2025-143 
 

 

 
 

Architecture.  TWiX (read from bottom to top) 
1) First, pairs of tracklets are normalized and 
2) Linearly projected 
3) Then encoded with a Transformer 

 
 Encoder where  

 Attention is applied on the temporal dimension.  
 Refined representations are obtained with a second transformer encoder 
 Which pays attention to all other pairs.  
 Linear layer and a hyperbolic tangent function are used to compute an affinity score for each 

pair.  
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Tracker C-twix use a cascade matching pipeline for tracking 
 

 The BIoU-computed matrix in C-BIoU is replaced by our TWiX module 
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Percentage reduction in MSE as opposed to no attention mechanism for Granada 

and pollutant NO2 
 H : number of attention heads,  
 L : number of layers in Q,K, V or dense layers  

 

 
Percent reduction in MSE for different attention mechanisms for Granada 
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High interest of people for Piktor-o-bot presented in various public fairs and events. 
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Piktor-o-bot: The portrait drawing robot 
 

 
Drawing procedure of the Piktor-o-bot. 

 

Architecture. RetinaFace deep neural network [14].  
 

Architecture comprises  
 ResNet-derived pyramid levels and  
 Five context modules with 

o Deformable convolutional layers 
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architecture. MODNet deep neural network 
 

 
Architecture. Dexined deep neural network [16].  

 Architecture consists of  
 Convolution, pooling layers, and  
 Upsampling blocks for scalability 

 

 
Result of the edge detection using  

DexiNed deep NN 
 

Fig. 
Result of face segmentation using  

RTNet deep neural network 
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Process and architecture of RTNet deep neural network 
 Architecture consists of Residual Blocks and Hybrid Blocks 

 

 

 
Visualizing the sequencing algorithm 

 Black colour: actual drawing 
 Blue colour: paths travelled in the air by the robot 
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Final result: image drawn by the robot arm 
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Fig. 1: Existing event-based VSR paradigm vs. our proposed Event-Adapted VSR. 
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 (a ) Existing VSR methods can generate HR frames from LR observations.  
 (b ) Existing event-based VSR methods.  
 (c ) Incorporating the event data as a novel modality into an existing VSR method can be 

approached in two ways: full fine-tuning or retraining from scratch.  
 (d )-(e ) Our proposed event-adapted VSR. By leveraging the advantages ofparameter-efficient 

tuning and insights from well-designed VSR networks, our EATER achieves superior 
performance with minimal parameter updates 

 

Structure. VSR network and the event-based VSR network 
! For the sake of simplicity, bicubic upsampled residual connections and  
! superscripts for the forward and backward event streams removed 

 
 

Event-adapted  alignment (EAA) unit 
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Event-Adapted Fusion (EAF) unit 
 

 
Overview of applying the proposed EATER to existing typical EGB-only VSR methods. 
 (a ) We apply the EAA unit and the EAF unit to the sliding-window-based method (e.g., EDVR 

[66]).  
 (b ) We apply the EAA unit and the EAF unit to the bidirectional recurrent-based method (e.g., 

BasicVSR [4]). 
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Architecture of Transformer Choice Net (TCNet).  omitted the residual connections within 

each sub-layer. 
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Architecture of proposed PINNsFormer. PINNsFormer generates a pseudo sequence based 

on pointwise input features. It outputs the corresponding sequential approximated solution. The first 
approximation of the sequence is the desired solution ˆu(x, t). 

 

 
Architecture of PINNs-Former’s Encoder-Decoder Layers 
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decoder is not equipped with self-attentions 
 

 
 

Results for solving the 1D-wave equation, incorporating NTK method.  
 PINNsFormer combined with NTK outperforms all other methods on all metrics 

 

  

 
 

Visualization of the loss landscape for PINNs (left) and 
 PINNsFormer (right) on a logarithmic scale 

 
The loss landscape of PINNsFormer is significantly smoother than conventional PINNs. 
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Results for solving Navier-Stokes equation 
 

 
 PINNsFormer outperforms all baselines on all metrics. 

 
 

Results for solving convection and 1D-reaction equations using Transformer architecture 
with different activation functions 

 
o PINNsFormer (withWavelet activation) consistently outperforms all other activation 

functions in terms of training loss, rMAE, and rRMSE 
 



  

AAA: 66D-Transformers-architectures & Fits    546 

 

 
Ground truth solution, predictions, and absolute errors (up to bottom) of PINNs, PINNs- 

Former, PINNs+NTK, PINNsFormer+NTK (left to right) over 1D-reaction equation. 
 

 
Ground truth solution, predictions, and absolute errors (up to bottom) of PINNs, FLS, 
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QRes, PINNsFormer (left to right) over convection equation 
 
 

 
Ground truth solution, predictions, and absolute errors (up to bottom) of PINNs and 

PINNsFormer (left to right) over 2D Navier-Stokes equation 
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Signal propagation for forward and backward passes through components of a transformer 

 

 


