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Conspectus:  A Transformer net (TransF Net) or Transformer neural network (TransF NN) consists 

of an attention layer and MLP-NN to carry out Natural Language processing (NLP). The seminal paper 
of Ashish Vaswani et al.  entitled “Attention is All You Need”, in the year 2017 revolutionised sequence 
text data processing. The evolution of architecture of TransF NN, attention mechanism, and 
hybridization with other methods, during these few years, brought this paradigm to the fore-front of Data 
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Science dealing with Text, numerical time-series, sound (speech), images and video sequence with local 
and global inter-dependencies.     

Data: Data are many types, viz., Boolean (AND (Conjunction), OR (Disjunction), NOT(Negation) …),  
numerical (integer, floating point), sound (speech), text, image, video, and that from tactile senses 
(touch, smell, taste etc.).  Real and complex (and quaternion, octonion, …) belong to real and imaginary 
spaces.  Depending upon bases of items, tensors (zero, first, second, third order or scalar, vector, matrix, 
tensor-of-third-order) are popular. Higher (>3) order tensors are also sometimes called as multi (4-, 5-
,6-) –way-data.  Data are also referred as binary, octal, decimal and hexa-decimal with base 2,8,10 and 
16 respectively.  In images pixels for two-dimensional and voxels for 3-dimensional spaces are standard 
with black/white, RGB, and grey-colors. An image is also conceived as a culmination of patches. 

     Text data contain documents, pages, paragraphs, sentences, words and alphabetic characters. Each 
datum for example, a word in text, amino-acid in protein, real numerical value in stock market/forex 
field (time series), or patch in an image is called a token.  The position of token in the sequence and 
numerical (embedded) value are the primary input for analysis. A few typical tasks in NLP  are 
translation of text in one language (English) to another (German or French or …), summarizing 
documents, generation of new stories in text format and so on. 

 

The architectures of a few of Transformer neural nets (TransF-NN) documented in this state-of-
knowledge-methods-module for Data2Knowledge transformation are 
 

 Multi-scale Acceleration Feature Fusion (MAFF) Transformer (TMAFF) 

 Video second-order transformer network (ViSoT) 

 DHCT-GAN Transformer (DHCT: Dual-branch Hybrid CNN–Transformer Network, GAN:  
generative adversarial network) 

 Discrete Cosine Transform Network (DCTNet) 

 Hierarchical Cross-Modal Similarity Search and Transfer (HCMSST) 

 Enhanced Hybrid of CNN and Transformer Network (EHCTNet) 

 Swin Transformer (SwinTrnF) 

 Spatial-Temporal Transformer Network (ST-TNet) 

 Hybrid Attention-Dense Connected Transformer (HADT) Networks 

 Efficient Conv-Transformer (ECTFormer) 

 Model architecture of MultiscAle Relational Transformer network (MART) 

 Multifractal Spectrum Transformer (MFSTransFormer) 

 Residual sparse Transformer branch (RSTB) ;{[MSFN Mixed scale FFNN Top C sparse 
attention (TCSA)]} 

 Parallel pyramidal Transformer [MSD (Multi-Scale Decoder), PPT, (Parallel Processing 
Transformer) FM. (Feature Modulation)] 

 SCACD-Net [SCA (Spatial and Channel Attention) CD (Contextual Decoder)] 

 Digital image correlation (DIC) transformer (DICTr) 

 TC (tea chrysanthemums) ViT 

 SF-Hformer (Spatial-Frequency Hybrid Transformer) 

 Multi-Patch De-raindrop Transformer for UAV images (MPDT) [contains frequency attention 
Transformer block (FATB) and Adaptive Feature Enhancement Module (AFEM)] 
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 Swin Transformer-CNN Gait (STCG) Recognition 

 Histoformer [Dynamic-range Histogram Self-Attention (DHSA) module and the Dual-scale 
Gated Feed-Forward] 

 DTCN-EFFN-Transformer [DTCN: Deep time (Temporal) convolution network structure 
diagram; EFFN (Feed-Forward Networks based on Expansion factor) adds an expansion factor 
to the linear layer] 

 MDTNet (Multi-Domain Transformer Network) 

 Enhanced Hierarchical Vision Transformer (EHVT); local geometric transformer; global 
semantic transformer 

 Progressive alignment and interwoven composition network (PAIC-Net) 

 Denoising Adaptive Graph Transformer (DAGT) 

 Conformer (Convolution-augmented and confidence estimation network Transformer) 

 MEMAFormer 

 SAPPM 

 Multi-Scale Convolutional Prediction Network; Multi-Scale Convolutional PoolFormer block 
(MSCPNet) 

 MUltifuSion  (MUST) Transformer 

 Enhanced Downsampling Attention Block (EDAB) 

 Frequency Prompting image restoration (FPro) Method 
 

 

Keywords: Artificial intelligence (AI); Capsule Neural Nets— MLP-
Attention Mechanism-TransFormer Nets—Hybrid TransFormer Networks-- 
 
CNN : [C [Computations; Computer; Chemistry, Cell, Cellestial, Cerebrum] 
NN [New News; News New; Neural Nets; Nature News; News of Nature;] ] 
Fits    : [Figure Image Table Script;] 
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Transformer Net 2025-02 
 

 

 
Flowchart of 

TMAFF: Transformer neural network  (TNN) with 
Multi-scale Acceleration Feature Fusion (MAFF) 
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Transformer Net 2025-02 
 

 

 
ITransformer    

(Improved Transformer) 
 

 

 

 

Transformer Net 2025-02 
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Workflow of SDD (Structural damage detection) based on  
TMAFF 
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Transformer Net 2025-01 
 

 

Architecture. video second-order transformer network (ViSoT) 
 

 ViSoT:  It consists of token embedding, ViSoT encoder and second-order classification head.  
 The temporal convolutions are added in the stage of token embedding for temporal modeling 

from the start.  
 Token shift module and space–time attention as in-placed components are inserted into ViSoT 

layers to model temporal relations and spatio-temporal interactions respectively.  
 The class tokens combined with second-order aggregated visual tokens are used for 

classification 

 

Transformer Net 2025-01 
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Comparison between standard transformer layer in ViT and present temporal-aware ViSoT layer. 
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Transformer Net 2025-02 
 

 

Two temporal modeling schemes 
 (a ) Temporal convolution in stage of token embedding.  
 (b ) Token Shift & Space–Time Attention block (TS_STA) in ViSoT layer. 

 

Transformer Net 2025-01 
 

 

Token shift operation. 
 Only class token is shifted along the temporal axis 
 (a ) intuitively shows this operation in 2D space of class token matrix for simplicity that 

discards 𝑁 visual tokens.  
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 (b ) illustrates such operation from a 3D perspective of one video clip. White rectangle or cube 
refers to padding zeros. 

 

Transformer Net 2025-01 
 

 

 
Space–time attention (STA) operation 

 
 Orange boxes indicate 1 × 1 × 1 convolutions.  
 The soft max function acts on every row of similarity matrix. The shape of corresponding 

tensors and their proper reshaping are also provided (e.g., 𝑇 ×𝑁 × 𝐶 → 𝑇 𝑁 × 𝐶).  
 ⊗ denotes matrix multiplication, and ⊕ denotes element-wise sum.  
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Transformer Net 2025-01 
 

 

 
Visualized comparison between ViSoT network and others based on transformers. 

 The four gray circles in the upper right corner serve as references for the size of the parameters 
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Transformer Net 2025-01 
 

 

 

 

Transformer Net 2025-03 
 

Visual explanation 

 
 

 

Transformer Net 2025-03 
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Fig. 1. Visualizations for the model predictions via running the baselines Grad- CAM (Selvaraju, 
Cogswell, Das, Vedantam, Parikh, & Batra, 2020), LRP (Bach et al., 2015), RawAtten (Clark, 
Khandelwal, Levy, & Manning, 2019), Rollout (Abnar & Zuidema, 2020), and the proposed 

GradToken 
(a ) GradCAM and LRP fail to highlight the target regions.  
(b ) Both RawAtten and Rollout cannot discriminate different targets. In contrast, GradToken 
can focus on the targets and have better selectivity 

 

 

Transformer Net 2025-03 
 

 

Framework of gradient-decoupling-based token relevance method (GradToken) 
 
 s-dimensional maps for the convenience of displaying. 

 

 

Transformer Net 2025-03 
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Transformer Net 2025-03 
 

 

Qualitative comparison of the single-class visualizations  
generated by GradToken and other methods 

 

 

 

Transformer Net 2025-03 
 

 

 
Qualitative comparison of the multi-class visualizations 

generated by the proposed GradToken and other methods. 
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 The texts above and below the input images indicate the target classes of the visualizations 
 

 

 

Transformer Net 2025-03 
 

 

 

 
 

 

Transformer Net 2025-04 
 

 

 
Structure of DHCT-GAN 

 DHCT: Dual-Branch Hybrid CNN–Transformer Network  
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 GAN:  generative adversarial network 
 

 

 

Transformer Net 2025-04 
 

 

 
Structure of (a) the generator and (b) the discriminator 

 

 

Transformer Net 2025-05 
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Peach disease detection system 

 

 

Transformer Net 2025-05 
 

 

 
Structure of DCTNet network 

 

 

 

Transformer Net 2025-05 
 

 



  

AAA: 66B-Transformers-architectures & Fits      297 

  

 
Architecture. adaptive dual-channel affine transformer 

 

 
Architecture. Robust gated feed forward network 

 

Transformer Net 2025-05  
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Transformer Net 2025-06 
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Fig. 1.  (a ) Architecture of the proposed HCMSST; 
 (b ) deep spectral-feature-extraction module (DSPEM);  
 (c ) deep spatial-feature-extraction module (DSPAM);  
 (d ) structure of the proposed spectral Transformer (spet);  
 (e ) structure of the proposed spatial Transformer (SpaT).  

 
⊗denotes pixel-wise multiplication operation. 

Y. Chen et al. ExpertSystemsWithApplications263(2025)125742 
 

 

 

2025-06 
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Transformer Net 2025-07 
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Overall network structure of  
Enhanced Hybrid of CNN and Transformer Network (EHCTNet) 

 

 
Illustration of the HCT branch 

 
 

Illustration of CKSA 
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Transformer Net 2025-07 
 

 

Heatmaps and change results of our EHCTNet compared with BIT4 & VcT7 
 

 Baseline:  feature extraction module of EHCTNet 
 Yellow rectangle: presence of missed detections, false detections, and incorrect merging of 

adjacent change areas 
 

 

Transformer Net 2025 
 

 

Example of network visualization 
(a): Bi-temporal input images; (b): Raw multi-scale feature images; (c): First-order feature images;  
(d): Semantic pixel maps; (e): Semantic difference map; (f): Second-order semantic difference map;  
(g): Change detection heatmap 
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Transformer Net 2025-08 
 

 

 
Pipeline 

 Initial training on the pretext tasks and representation extraction, 
 Finetuning on target tasks using acquired knowledge. 
+ Swin Transformer further enhances key point detection performance 
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Transformer Net 2025-08 
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Network architectures for pretext tasks, face detection, and keypoint detection 
 

o The encoder is connected to fully connected (#1) for classification and parallelly to the decoder 
for image inpainting and is trained on these pretext tasks.  

o The pre-trained encoder is employed for face detection using fully connected (#2), and for 
facial keypoint detection, encoder is utilized alongside fully connected (#3) and Swin 
transformer block 

 

 

Transformer Net 2025-09 
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(a),(b),(c), omitting the prelu and LeakyReLU layers for simplicity. 

 
2025-09 

 

 
 

CBAM:The spatial compensation attention mechanism of S-TTNet. 
2025-09 
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Transformer’s self-attention mechanism 

 

Transformer Net 2025-10 
 

 

STATE OF HEALTH ESTIMATION 
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Schematic diagram of the multi-head attention mechanism 
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Transformer Net 2025-11 
 

 

 

 
 

Architecture of HADT network 
 

Hybrid Attention-Dense Connected Transformer Networks 
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Transformer Net 2025-11 
 

 

 
Illustration of W-MSA & SW-MSA 

 

 

Transformer Net 2025-12 
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Architecture 
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Transformer Net 2025-12 
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Transformer Net 2025-14 
 

 

 
Accuracy vs. Latency on ImageNet-1K 

 Orange and blue color: points indicate performances ConvNets and Conv-Transformer hybrid 
models  

 Green color: points indicate performances of ECTFormer family 
+ ECTFormer outperforms other lightweight networks with respect to the trade-offs 

between accuracy and inference speed. 
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Overall architecture of ECTFormer 
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Graphical illustration of DSA in AttnModule 

 
 The input tensor is split to query Q and key K in half along the channel dimensions, which 

makes prevent an increase in the size of the model parameters.  
 Due to the single-head mechanism, it can effectively alleviate the bottleneck of the attention 

operation, specifically the reshape operation, resulting in a reduction in the model’s execution 
time 
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Visualization of the activation maps using Grad-CAM between ECTFormer and the other 

efficient models 
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Transformer Net 2025-15 
 

 

 
 

MART: Model architecture of MultiscAle Relational Transformer network 
Four components 
 Feature initialization (sky blue), Adaptive Group Estimator (orange), MART encoder (red), and 

future trajectory decoder (Decoder) (purple) 
o MART encoder includes a pair-wise relational transformer (green) and a hyper 

relational transformer (pink). 
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Transformer Net 2025-16 
 

 

 
 

Transformer Net 2025-16 
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Transformer Net 2025-18 
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Transformer Net 2025-19 
 

 

Architecture.blank-filling language model  
for material tinkering using W2CoB2  
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Transformer Net 2025-20 
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Overview of the designed RSTB. a RSTB b TCSA c MSFN 
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Transformer Net 2025-20 
 

 

 

 
 

 

Transformer Net 2025-20 
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Example images from the datasets 
 

 
Fig. 5 Rain removal results of different branches in the dual-branch joint module 

 

Deraining results on the Rain100H Dataset 
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Deraining results on the Rain100L Dataset 

 

 

 

 



  

AAA: 66B-Transformers-architectures & Fits      336 

  

 

Transformer Net 2025-21 
 

 

 

 
Structure of parallel pyramidal Transformer module 

 
 PCM module uses multiple convolution operations to construct the input data into a pyramid 

structure, generating multilayer sequences from coarse to fine granularity.  
 PIM module connects adjacent nodes at the same scale and parent–child nodes across different 

scales to capture the long-term and short-term dependencies of the time series. 
 

Structure of pyramid construction module 
Input data are first dimensionally reduced through a linear layer,  
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then processed through multiple convolutional layers to obtain sequences 
at different scales 
Sequences at different scales are concatenated to form a pyramid structure. 

 

Structure of pyramid interaction module  
The PIM consists of two parts: Intra-Scale connections and Inter-Scale connections. Inter-Scale 
connections construct a multi-resolution representation of the sequence and Intra-Scale 
connections capture temporal dependencies at different resolutions by connecting consecutive 
neighboring nodes 

 

 

Transformer Net 2025-20 
 

 

 

 
 

Overview of multigranularity parallel pyramidal Transformer which consists of MSD, 
PPT, and FM. 
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Production process of the ethylene plant 
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Comparison of prediction results 
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Transformer Net 2025-22 
 

 

 
 

Overall structure of the SCACD-Net. 
(a ) Feature extraction network 
(b ) Cross-attention difference feature extraction network  
(c ) Cascaded feature fusion network 
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Swin Transformer block. 
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Cross-Attention difference Feature Extraction Module. 

 



  

AAA: 66B-Transformers-architectures & Fits      343 

  

 
Cascade feature fusion network. 
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Transformer Net 2025-23 
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Transformer Net 2025-24 
 

 

 

 
Structure of the proposed TCViT (tea chrysanthemums Vision Tr) 

 Between the generated predicted density map and the ground truth of the density map, an 
improved loss function  and back propagation are used for the final exact counts 

 

Transformer Net 2025-25 
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Transformer Net 2025-26 
 

 

 
Frequency Attention mechanism. 
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Transformer Net 2025-27 
 

 

 
Mainstream of STCG framework 
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STCG module 

 

 

 
 

Dual 3D swin transformer blocks 
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Transformer Net 2025-28 
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Transformer Net 2025-29 
 

 

 
 

An overview of the proposed Dual-Path Adversarial Lifting method. 
 During inference in the target domain, the domain shift token Pl, the prediction network 

Φl, and the update network Ψl are updated given each mini-batch testing samples. 
The dual-path lifting transformer (Left). The details of the lifting block in each layer (Right). 

 

 
 The t-SNE visualization for the domain shift features in the first layer (top) 

and last layer (bottom) of ViT. Different colors represent different domains. It is able 
to learn domain-specific knowledge for different domains across layers. 
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Transformer Net 2025-30 
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Transformer Net 2025-31 
 

 

 

 
The overall architecture of  Histoformer for weather removal 

 
 The main component is the Histogram Transformer block, and it comprises the Dynamic-range 

Histogram Self-Attention (DHSA) module and the Dual-scale Gated Feed-Forward 
(DGFF) module. Within DHSA, we present two types of reshaping mechanism, i.e., 
Bin-wise Histogram Reshaping and Frequency-wise Histogram Reshaping 
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Transformer Net 2025-32 
 

 

 

 
 

 
Overall architecture of PolyRoom.  

 
 PolyRoom consists of four main components: 

o Encoder module,  
o Decoder module, 
o Room-aware query initialization module, and  
o Floorplan extraction module.  

o Room queries are initialized with instance segmentation. Subsequently, they are refined in the 
Transformer decoder layer by layer with dense supervision (red and blue boxes mark the 
changes). Finally, floorplan is extracted based on vertex selection.  

o The detailed structure of the ith layer in the Transformer decoder is depicted in the right part, 
where F denotes  

o output of the Transformer encoder, Ci, Ci+1 represent content queries from different layers, 
while Qi, Qi+1 denote room queries from different layers 
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 (a ) Illustration of floorplan representation including the sparse corner-based (left) and our 
dense uniform sampling representation (right). Valid contour vertices (outlined) and corner 
vertices (filled) with supervision during training are colored according to the room on the left.  

 (b ) Illustration of the self-attention variants including the room-aware self-attention and vanilla 
self-attention. Our room-aware self-attention is a combination of intra-room and inter-room 
self-attention, which works among different vertices in a single room and among different 
rooms. And the vanilla self-attention performs on the flattened queries. 

 

 

Transformer Net 2025-33 
 

 

 

 
Overall structure diagram of DTCN-EFFN-Transformer model 
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Deep time convolution network structure diagram 
 

 
Structure diagram of EFFN 

 

Transformer Net 2025-35 
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The transformers-based multi-source keratoconus detection model architecture 

 

 
 

 Corneal topography map before noise reduction in the left image and  
 
 Corneal topography map after applying Gaussian filtering for noise reduction in the right 

image 
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The data integration process 

 

Transformer Net 2025-36 
 

 

 

Overview of proposed MDTNet model.  
 

 A degraded image is forwarded to the transformer encoder to extract hierarchical features.  
 The encoder has Partial transformer blocks to extract useful features from the main patch.  
 The transformer decoder has learnable degeneration-aware queries to obtain the task features.  
 Then, hierarchical features from the encoder as well as the features from decoder are forwarded 

to a convolutional projection block to obtain the clean image 
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Configuration of the degradation-aware module and transformer decoder 

 
 

 
Ablation study for the partial transformer block.  

 The results with the partial transformer block have fewer artifacts. 
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Transformer Net 2025-37 
 

 

 

 
Fixed size patches (256 × 256) sampled from different documents can result in poor context 

 
 

 
Line-Parameter Generator
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Zero-shot outputs of LineTR on the newly introduced datasets 
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Transformer Net 2025-38 
 

 

 

 
Structure of the vision transformer (ViT-S). 
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Structure of  novel vision transformer (EHVT) 
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Structure of  SCStem module 
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Figure 7. Schematic of SRWA module divide and shift windows 
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Figure 8. Structure of the CA block. 
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Flowchart of fault diagnosis 
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Transformer Net 2025-39 
 

 

 

 
Overview of the proposed model. 

 In the encoder and decoder stages, the transformer structure serves as the primary feature 
aggregator throughout the network 

 MLP: Multi-layer perception. N: The number of points in the point cloud 
 

 
Structure of the local geometric transformer module.  

 We visualize the local weight on an airplane, with a red query point located on the wing.  
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 In weightours, the weights of neighbor points in the wing decay slowly as the distance 
increases. However, the weights of other neighbor points decay rapidly 

 

 
o Illustration of the distance dtan1 and dtan2 from p1 to the tangent plane of q1 

and q2, respectively.  
o Although the Euclidean distance from p1 to both q1 and q2 remain the same, p1 is closer 

to t2, signifying that q2 holds greater significance than q1. 
 
 

 
Overview of the global semantic transformer module.  
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 We visualize the refined 
 similarity on an airplane, with a red query point located at the wing.  
 In the refined similarity generated by our method, high response weights are exclusively 

assigned to points belonging to the wing section 
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Overview of the proposed PAIC-Net 
 

PAIC-Net : Progressive Alignment and Interwoven Composition Network 
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Details of the attention interwoven block (AIB)

 
 

 

Transformer Net 2025-42 
 

 

 

 
 

Illustration of the HandDAGT concept. 
 DAGT: Denoising Adaptive Graph Transformer 

 
o The model feeds 3D local patches cropped from input depth images and corresponding point 

clouds to the adaptive graph transformer for the keypoint coordinate estimation.  
o The local patches are disturbed by the random Gaussian noise during training for a robust 

performance 
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Transformer Net 2025-42 
 

 

 

 
HandDAGT architecture. 

o HandDAGT takes a 2D depth image and the sub-sampled point cloud as the input.  
o The PointNet-based local 3D encoder and 2D auto-encoder extracts local 3D features and local 

2D features, respectively.  
o Then, the 2D features are projected into 3D space to fuse with 3D features forming the super 

point features F.  
o Based on the super points, keypoint embeddings E and 3D patches are extracted as input to the 

novel adaptive graph transformer to estimate accurate 3D keypoint coordinates by leveraging 
the dynamic kinematic correspondences and local details.  

o Notably, during the training stage, the local 3D patches are shifted by random noises in order to 
enforce the model providing robust estimations 
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Structure of the encoder 
 

 
 Structure of the decoder 
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Framework of conformer  

(Convolution-augmented Transformer) 
o ConFormer consists of two main branches: disparity feature extraction module and color 

feature extraction module. As shown in the name, the disparity map and color image are input 
for each module. 

 

 

 
Specific network of local prior block 

 
The average AUC values for FlyingThings, Driving, KITTI 2012, 

KITTI 2015  dataset by using disparity only as input.  
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 The AUC value of ground truth confidence is measured as ‘Optimal’. The result with the 
lowestAUC value in each experiment is highlighted. 
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Overview of the proposed MEMAFormer 
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Comparison of attention frames of the channel attention  
(a) efficient channel attention (b), where S << N, N _ H × W.  

 Symbols  "⊗", "⊕" and "sig " represent, addition, elementwise multiplication, and the 
sigmod function, respectively 

 
 

 
 

Comparison of three different attentions 
 a self-attention, b cross-attention, c mix-attention 
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The overall architecture of multi-layers cross attention module 

 

Architecture of SAPPM 
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Ablation experiments of  transformer variants and MEMAFormer 

 

 
Ablation study showing GFLOPs, parameters and FPS on ADE20K 
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Visual comparison on ADE20K Dataset.  

 a Image. b Ground truth. c Segformer. d Ours 
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The workflow of proposed method to classify security and non-security requirements 
that rely on LLMs fine-tuning and Few-Shot learning with transfer learning models leveraging 

pre-trained models using data augmentation 
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Heatmap showing the attention visualization of the last layer (12th layer) of the 

Roberta-base model fine-tuned in the original dataset 
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Flowchart of the complete methodology 
 



  

AAA: 66B-Transformers-architectures & Fits      385 

  

MSCPNet model for maize disease classification 
 

 
Grad-CAM visualization of MSCPNet model for 

maize disease classification 
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Performance comparison of different pre-trained models, 

truncated MobileNetV2, and the proposed MSCPNet model. 

 
Performance Comparison of different backbone models with the Proposed MSCPNet block 
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Grad-CAM visualizations for different disease classes 
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Input and output modalities:  

 The encoder creates a representation of the past 15 min of events and signal data, which is used 
by decoder to forecast an alarm 5 min into the future. 

 
 

 
 MUST Architecture.  

 Encoder incorporates multiple fusion layers, concatenated and  
 Passed through a bottleneck layer guided by a sigmoid gate 
 The resulting representation is passed to the cross-attention block of the decoder 
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Fusion types:  

  State-of-the-art early and late fusion and the novel skip, deep late and hybrid fusion.  
 Only early, late and deep late fusion are used as building blocks in MultiFusion Transformer.  
 All the fusion types are used as baselines 



  

AAA: 66B-Transformers-architectures & Fits      390 

  

 

Example of a waste incineration plant scheme 
o Waste is stored and mixed in the reception area.  
o From there, it is moved on the grate to the combustion chamber where it is burnt using 

flue gas and pre-heated air, and  
o Resulting steam is used to generate electricity, yet it can also be used directly, e. g., for 

district heating.  
o Finally, gases are cleaned before being emitted from the plant. 
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 The network primarily consists of the global-local feature synchronization phase and the 
tampered area refinement phase.  

 During the global-local feature synchronization stage, the adoption of a parallel network 
architecture ensures that the network can simultaneously capture feature information at 
different scales.  

 The Enhanced Downsampling Attention Block (EDAB) is introduced to utilize the image's 
multi-level features, providing sufficient spatial information for each layer in the network and 
maintaining close connections between different scales, thereby effectively addressing the issue 
of scale variations.  

 Accurate prediction of tampering masks is achieved through feature fusion, ensuring the 
comprehensive utilization of features at different scales in tampering detection.  

 Additionally, boundary information is processed through the Edge Enhancement Module 
(EEM) edge supervision branch, which serves as an auxiliary to the main feature extraction 
process 
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Overview of  FPro. 

o Except for the common upper restoration branch, which is similar to existing methods, FPro 
contains another bottom prompt branch to extract informative features from a frequency 
perspective.  

o Specifically, the primary components of the prompt branch in this framework are the gated 
dynamic decoupler (GDD) and dual prompt block (DPB).  

o The GDD is employed to decompose the low-frequency components and corresponding high-
frequency characteristics from the input features.  

o Then these frequency-specific features are further processed in DPB, i.e., the high-frequency 
prompt modulator (HPM) and the lowfrequency prompt modulator (LPM), which generates 
representative frequency prompt to facilitate the clear image reconstruction. 
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Illustrations of the proposed components. (a) High-frequency Prompt Modulator 
(HPM); (b) Low-frequency Prompt Modulator (LPM 

 

 
 
 

 


