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      The computational methods used here are Machine learning (XGBOOST, Ensembles), RN9, 
fuzzy logic, Pretrained-Deep-NNs (YOLO, VGG 16/19) ,xAI stubs,  Capsule Nets, eXplainable-
Caps Nets etc.  The xAI-probes employed in these studies includeShapley; LIME; CAM; Grad-
CAM; Integrated gradients; Class Activation Maps; tSNE plot etc.  These state-of-knowledge 
computational tools will pave toeXplainable/ interpretable/ Responsible/ Trustworthy AI products in 
application fields in the coming years. 
 
Keywords:eXplainable AI (xAI);covid-19, cardiac-diseases, Alzheimer, diabetes, skin problems. 
Orthopedic disorders. 
Fits Base“([Figure, Fact, False], [Image; Information], [Table; Tensor; Truth], [Script ; Sound; 
Science]…) Base”   
CNN : [C [Computations; Computer; Chemistry] NN [New News; News New; Neural Nets; Nature 
News; News of Nature;] ] 
 
The number refers to ref.No in CNN-59(a) 
 

 

Architectures & 
Frames of methods 

 

06 

 
Model RN9-implat based on RN9 backbone. 

 It comprises eight convolutional blocks for feature extraction and 
 two fully connected layers responsible for classification tasks.  
 A dropout layer was added to prevent overfitting.  

o Numbers depict the amount of input and output channels foreach layer. 
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CNN Architecture 
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YoLO Architecture 
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Methodology 

 

 



 

AAACNN-59bxAIM-2024                                                                                137 

 

 

ML methods 

 

16 

 
Overview of ML categories (Ikerionwu, et al., 2022) 

 

 

Fuzzy methods 
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Google Trends data for the terms  

“interpretability,” “explainability,” and “explainable AI” 
 

 worldwide over the past 10 years, revealing an increasing in search interest since 2017 
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Illustration of the basic structures of an FIS and an ANFIS.  

(a) Basic structure of an FIS. 
 (b) Network structure of a TSK-based ANFIS. 
 (c)Network structure of a Mamdani-based ANFIS 

17 
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Presentations of fuzzy rules. 
(a) An instance of fuzzy rules in the form of IF–THEN generated by the TSK-based FIS. 
(b) An instance ofparameters in the zero-order TSK with a Gaussian membership function.  
(c) An instance of a result-view of fuzzy rules. 
(d) An instance of a surface-viewof fuzzy rules. The IF–THEN form and the visualized presentation 
of fuzzy rules are respectively the most understandable presentation for endusersand researchers in the 
fuzzy logic field 
 

17 

 
Computer-aided diagnosis system.  

 Compared with a decision made using a black box model 
+ Decision made using aninterpretable model is more understandable for doctors. 

 

17 

 
XAI techniques used in computer-aided disease diagnosis scenarios 

 based on the analysis of 50 relevant literature reports 
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 The line width in the parallel set figure is determined by the number of relevant sources.  
 The examples of data types and interpretability methods mentioned are not limited to those 

presented on the sides of the parallel set plot 
 

 

17 

 
 

 

17 

 



 

AAACNN-59bxAIM-2024                                                                                141 

 

 
Explanation methods used in disease diagnosis with sequence data. 

(a) A heat map used as an explanation tohighlight fragments with diverse relevance in ECG data. 
 (b) A SHAP plot of statistical features calculated from ECG sequence data for the analysis ofimpact 
of features on the model output. 
 (c) A method of applying fuzzy rules to improve the interpretability of the reasoning process and 
resultsfor epilepsy recognition based on statistical features calculated from EEG sequence data 
 

17 

 
Interpretability of an FIS in disease diagnosis 

 

17 

 
Subjective comparisons of the properties of explanation methods in disease diagnosis scenarios 

 
 Reveals properties of algorithmiccomplexity, portability,  
 And translucency remain consistent regardless of the application scenario,  
 Whereas the expressive power of various explanationmethods varies across different 

scenarios 
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Literature 

22 
Literature search results following the PRISMA standards 

 
 

 
 

 

xAI 

XAI benefits over AI 

28 

 
Benefits of XAI 
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28 

 
XAI Accuracy with  

Model Interoperability 
 

 
 

xAI Probes 

 

42 

 
Heatmap of the correlation coefficient matrix.  

 Blue signifies a positive correlation,  
 while yellow represents a negative correlation.  

o The intensity of the color reflects the magnitude of the correlation coefficient, 
o with more vibrant shades indicating stronger correlations.  

 Specifically, shades tending  towards blue represent coefficients approaching 
1, 

  while those leaning towards yellow represent coefficients approaching − 1 
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42 

 
Ranking of feature importance indicated by  
SHAP algorithm for predicting risk of CKD 

 

42 

 
Beeswarm summary plot 

 illustrating the influence of input variables on the  
o predictive performance ofthe XGBoost model, using SHAP values 
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42 

 
SHAP waterfall plot for patient ID 1 (true: non-CKD, predicted: non-CKD 

 

42 

 
SHAP-based explainable function plot for patient ID 68 (true: CKD, predicted: CKD 

 

42 

 
SHAP waterfall plot for patient ID 68 (true: CKD, predicted: CKD). 
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42 

 
SHAP dependence plot for top three clinical features influencing the XGBoost model 

 (a) creatinine; (b) HgbA1C; (c) age. 
 

42 

 
A visualization of LIME model scores for patient ID 1 using the XGBoost model. 

 

42 

 
A visualization of LIME model scores for patient ID 68 using the XGBoost model 

 

 

 

 



 

AAACNN-59bxAIM-2024                                                                                147 

 

16 

 
Workflow of the experiment 

 

16 

 
 

Correlation heatmap. 
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16 

 
 

16- 

 
 

SHAP summary plot 
 Relative importance of each feature in the XGBoost model: 
  (a) SHAP summary plot; (b) relative importance 
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16 

 
C-ICE (Central-Individual Conditional Expectation) plot  

for XGBoost model 
 
 

08 

 
Distribution of features with outlier and after replacing them 

08 



 

AAACNN-59bxAIM-2024                                                                                151 

 

 
Performance Comparison of Models 

 

08 

 
SHAP Summary  

Plot for Best Ensemble Model 
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SHAP Values in class 0 prediction 
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SHAP Values in class 1 prediction 
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Clinical  
Decision Support System  (DSS) 

05 

 
 

Clinical decision support system  
 high-level architecture 

05 
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Clinical decision support system 

 low-level architecture 
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Alzheimer’s disease 
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Workflow diagram for diagnosing MRI images for the detection of AD. 
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Addition of new layers after feature extraction 
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02 

 
Addition of new layers after feature extraction using VGG16 
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Addition of new layers after feature extraction using VGG19 
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Addition of new layers after feature extraction using DenseNet169 
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Addition of new layers after feature extraction using DenseNet201 
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Ensemble-1 model architecture 
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Ensemble-2 model architecture 
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Description of the proposed model architecture 

 
 

 

02 

 
Visual depiction of the saliency map and grad-CAM results for the pretrained model 

02 
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Visual depiction of the saliency map and grad-CAM results for the ensemble and proposed 

model. 
 

02 
Comparison of the proposed method with the state-of-the-art methods 
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Predictor importance summary plot for the XGBoost model 

 

01 

 
Dependence plots for XGBoost model 

 Show pairwise interactions between a selection of predictors and  
 How their interactions affect patient risk predictions  

1 
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Waterfall plots from the XGBoost model  

 
! Show interpretability for patient-level predictions using two hypothetical examples 

 
03 

 
Overview of the method 

 

04 

 
Workflow of the proposed methodology 

 Show-casing the sequential steps involved in the research process 
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04 

 
Sample images of the dataset 1. 

04 

 
Sample images of the dataset 3. 

 
 

04 

 
Architecture of the hybrid ViT-GRU model illustrate 

Interconnected components and their functional relationship in the proposed model 
04 
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LIME for dataset 1 (Top three features) 
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Attention map for dataset 1 
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Comparing results of pre-trained CNN models with the proposed ViT-GRU on dataset 1 

 

04 

 
SHAP for dataset 1. 
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EEG Analysis 

 
12     

 
The block diagram of the proposed framework 

for EEG epileptic seizure detection 
12 
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Visual explanation for the propose model  

 Based on different visualizations for binary and multi-class tasks using the Bonn EEG dataset. 
Subfigures (a) and (c) representsummary plots,  

 While (b) and (d) shows waterfall plots 
 

12 

 
The explainability of the proposed model 

 Based on different visualizations for the binary class using the UCI- EEG dataset. 
 Subfigure (a) represents the summary plot, 
 While (b) depicts the waterfall plot 
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12 

 
Dependency plot, 

 Each subplot (a,b,c,d) represents a different features impact on the model output, with the 
color intensity indicating the features SHAP value 

 Using different experiment type of the bonn and UCI EEG dataset 
 

 
 

Health care 

 
14 

 
Trust calibration in relation to (X)AI in healthcare (based on HCTM,). 
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Heart  (Cardiac) diseases 
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Proposed Methodology 
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LIME Algorithm 
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Three-layer approach 
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Heart Disease Dataset information 

19 
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Heatmap for Heart Disease Classification 
 

19 

 
Tabnet Masks for Heart Disease Classification. 
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19 

 
Model Intrinsic Feature Importance for Heart Disease Classification. 

 

19 
LIME Global Feature Importance for Heart Disease Classification 

 
 

 

19 

 
SHAP Global Feature Importance for Heart Disease Classification 
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Anchors Global Explanations for Heart Disease Classification 
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TabNet Global Feature Importance for Heart Disease Classification 

 
 

19 
Relative Performance Loss for Ensemble Trees 

with SHAP, LIME, and Anchors  
for Heart Disease Classification 
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19 

 
LIME Local Explanations for Heart Disease Classification 
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19 

 
SHAP Local Explanations for Heart Disease Classification 

 

19 
Anchors Local Explanations for Heart Disease Classification. 
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TabNet Local Explanations for Heart Disease Classification 
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19 

 
LEAF evaluation framework for DT, RF, LR, and LightGBM for 

Heart Disease Classification 
 
 

19 
Classification report with 0 denoting a healthy person and 1 signifies diabetes 
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Pulmonary  Disease 

 

10 

 
Proposed Architecture 

 
 

10 

 
Overview of  Vision Transformer architecture. 
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10

Visualizations obtained using 
Grad-CAM, Score-CAM, and XGrad-CAM techniques for Mild, 

Intermediate, and Advanced cases 
 

10 

 
Grad-CAM visualizations on 

 Mild, Intermediate and Advanced cases across different layers (1 to 12) ofthe ViT 
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10 

 
Comparison of performance between 

ViT, VGG16_bn, and ResNet50 on the raw dataset 
 

 

Covid-19 Disease 
 

44 

 
 

The hardware architecture for the diagnostic robot of COVID-19 
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44 
Comparison between the studied expert systems for COVID-19 diagnosis 

 
 

 

44 

 
Software architecture of MORFEES-C19 and its different components 

 

44 

 
Membership functions of the fuzzy variables: 

 (a) fever, (b) headache, 
 (c) age, (d) max risk, (e) time immunity 
 (f) likelihood of contracting COVID-19 
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44 

 
 

 

44 

 
The sample defined fuzzy rules 

 
 

44 

 
Input and output frames of MORFEES-C19 

 User input frame and (b) output frame with explanations 
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44 

Visual explanations 
 (a) Pie chart of rules supports and  
 (b) Time series of risk evolution 

 
 

Diabetes Disease 

 

25 

 
Process flow of proposed framework 

for RO and ChRCC image classification. 
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25 

 
 

Workflow of analysis with neural network.  
 This figure presents a schematic representation of the patching and  
 Classification process used  
 To differentiate between chromophobe and oncocytoma cells  
 In kidney tumor samples 

 

30 

 
Framework for   early prediction of biomarker values associated with the presence of GDM 

Key components: 
  Data collection as the initial step;  
 Feature extraction,  
 Capturing acute, cumulative, and magnitude changes;  
 Feature aggregation and selection,  
 Or data fusion with coupled matrix tensor factorisation-alternating least squares;  
 And concluding with tree-based regression models  
 For effective continuous biomarker value prediction 
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30 

 
Illustration of benchmark data collection 

 At 12 and 24 weeks, 
 Remote monitoring in the first round between weeks 12-14,  
 And   in the second round between weeks 24-26, along with gdm screening 
 Between week 25 and 28 during pregnancy at a south African Antenatal clinic.  
 Dashed red line represents the forecasting period 
 For the biomarker values collected between week 25 and 28, based on the benchmark data 

collected in week 12 
30 

 
Coupled Matrix - Tensor example:  

Tensors often share one or more modes 
 i.e. A :participants 
 X :  Activity monitoring sensor recording tensor and 
 Z : medical background matrix. 
 As the vertical line indicates, these two datasets are coupled in the “participants” dimension 

 

30 

 
Decision tree for regression 

 Utilized  to predict biomarker values in the experiments 
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19 

 
Heatmap for Diabetes Disease Classification 

 

19 

 
SHAP Global Feature Importance for Diabetes Disease Classification. 

 

19 
Relative Performance Loss for Ensemble Trees  

with SHAP, LIME, and Anchors  
for Diabetes 

Disease Classification. 
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Relative Performance Loss for Deep Learning models for Diabetes Disease Classification 

 
 

 

19 
Anchors Local Explanations for Diabetes Disease Classification 

 
 

 

Orthopedic  diseases 

 

32 

 
Overview of end-to-end models 
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32 

 
 

Evaluation by GSoR 
a) Representative images of positive and negative cases in which Grad-CAM heat-map was 
integratedwith hROIs. 
 b) 3D plotting of relative CAM activities (left) and cropping by hROIs (right). 
 c) CSoRmax of positive and negative cases (left), the affected side and contralateral side in the 
positive cases(middle),and the right and left side in the negative case(right).  
d) CSoRmean of the positive and negative cases(left), the affected side and contralateral side in the 
positive cases (middle), and the right and left side inthe negative case.  
A non-paired student t-test was used. n.s. P>0.05, *P<0.05, **P<0.01, ***P<0.001.Contra.: 
Contralateral 
 

32 

 
Feature Importance scores on the parameters 

a) Scheme of radiographic parameters. 
b) Feature importance scores of Yamamuro A, Yamamuro B,acetabular index, and O-edge angle on 
left and right sides.  
 A non-paired student t-test was performed for comparison. n.s. P>0.05, *P<0.05, **P<0.01, 

***P<0.001 
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20 

 
Research process. 
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Orthopedic imaging perspective 

20 
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Heatmaps of detection of MWD diseases 
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Heatmaps of detection of Normal diseases 
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Dermatology   diseases 

 

21 

 
 

Method learns image and concept semantic 
correspondences at the image, token, and concept levels 

 

21 

 
 Pipeline of proposed framework 

21 
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Model’s faithfulness, plausibility and understandability.  
 (a)(b) Test time concept-intervention examples and results.  
 (c) Examples of visual and textual explanations provided by the method given skin images 

from different datasets.  
 Correct prediction results are marked in green, while red highlights incorrect predictions 

 

 


